TEST #2


score____

Name____________________________________
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150      Extra Credit:  Archie and Edith Bunker were the main characters in  Spring 04                                                        

            what T.V. show?____________________________                               







            What was their daughter’s name on the show?______

            What did Archie call their son-in-law?____________ 
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1. Determine the rate of convergence, 
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approaches its limit
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Answer___________________
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2. Use the most appropriate three-point formula to determine approximations that will complete the following table.

	 
[image: image5.wmf]x


	
[image: image6.wmf]()

fx


	
[image: image7.wmf]()

fx

¢



	0.0
	0.00000
	

	0.2
	0.74140
	

	0.4
	0.1.3718
	


The data above was taken from the function   
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.    Find error bounds using appropriate error 

formulas for the above approximations for (a) 
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=0.0 and  (b) 
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______________________




b)
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c)  Approximate 
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 by a two-point backward numerical differentiation formula and give an appropriate error bound.
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d)  Give one benefit and one drawback of Richardson Extrapolation schemes.

Benefit:_________________________________________________________________________________________

Drawback:______________________________________________________________________________________

3. a) What does it mean to solve for the roots of a function
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        What does it mean to solve for the fixed points of a function 
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b) Consider 
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, which has three real roots at 
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.  Show, referring to theoretical assumptions and results from a theorem  proved in class, that the rearrangement 
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 will converge to the unique fixed point on the interval [0,2].  The following graph of 
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 may be useful for part of your solution.  What is the fixed point on the interval [0,2]?______________.
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c) Determine the number of iterations required to guarantee a-priori 10-4 accuracy with the fixed point method of part b).    DO NOT compute the algorithm!!



d) Calculate the first two iterates of the algorithm for part b) if the initial guess is 
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e) Could we guarantee convergence to the unique fixed point on the interval [0,2] with an appropriate rearrangement of our root-finding problem for 
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 as a fixed point problem for a 
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 involving a natural log function?   YES  or  NO ?

Why or why not?

f) If you apply bisection method on the interval [0,2] to find a root of 
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, how many significant digits of accuracy could you guarantee that your 25th iteration would have?













g) Set up Newton’s Method below for finding the roots of 
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and find three starting values to guarantee fast quadratic convergence of Newton’s Method to each root.  The following graphs of “key 1” and “key 2”, respectively, for this
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, from our course notes may be useful.  Fill in the blanks and boxes to indicate what these “keys” are graphs of, and what the purpose for each “key” (.i.e., what does it buy you?)
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h)  Below is data from Newton’s root finding method for some 
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.  Justify your answer in TWO ways.

  

4.  a) Derive the numerical differentiation approximation and error bound in approximating 
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case of three not necessarily equally spaced points 
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b)  Use the above formula to approximate 
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 from the data 
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5.  (a)  Given the four points (1,2), (3,4), (5,3), and (9,8), write the Lagrangian interpolating polynomial L(x) 

that passes through each point.


(b) Give the third degree Newton interpolating polynomial B(x) using  backward divided differences.  Do not expand.


3rd degree
B(x) =__________________________________________________________________________________________


(c)  Without expanding, can you determine a relationship between L(x) and B(x) ?  If so, what is it?


(d)  Using the table you created in (b), give, without expanding, the best 2nd degree center-divided difference Newton interpolating polynomial C(x) for the above data if you wanted to approximate
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2nd degree C(x) =_____________________________________________________________________

 
6. (a) If we use a 2nd degree Newton interpolating polynomial N(x)  to approximate
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 for the data from

 problem 2 on page 1, compare the error bounds that follow from our two error theorems for polynomial  interpolation.  




(b)  Write the 2nd degree Taylor polynomial T(x) of
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expanded about x=0, and bound the error in approximating 
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 by T(0.3).  

T(x)=_________________________________________
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(c)   Without computing , which is likely a better approximation to 
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      TRUE   OR   FALSE :     
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 is a better approximation to 
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7.  Given the following:
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; Prove  that Newton’s Method iteration produces a sequence of iterates
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which converges quadratically to
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is the interval for which our Fixed Point Theorems guaranteed convergence of Newton’s Method to the unique fixed point 

(in
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_______________________.   Be sure to justify your steps!!!!
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Iteration		Error


0		1.0


1		0.5


2		0.2798


3		0.1494


4		0.0775


5		0.0395
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SHOW WORK!!!!!!!!!!!!!!!!!
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� EMBED Equation.DSMT4  ���Answer______________________





45 points





Does convergence seem to be  linear  or  quadratic ?








Iteration		Error


6		0.0199


7		0.0100


8		0.0050


9		0.0025


10		0.00125


11		0.0000625
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Newton’s Method:








1st bound � EMBED Equation.DSMT4  ���_____________      				2nd bound � EMBED Equation.DSMT4  ���______________    
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� EMBED Equation.DSMT4  ���_______
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Purpose: 				  Purpose:





“key 1” =_____________    ,          “key 2” =_____________  .          
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